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What We Do

Customers push their own code, we
manage the stack and infrastructure.

» Secure, multi-tenant environment
70,000 Machines

« Millions of Active Websites

« 7 Global Data Centers
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Our Challenges

“One Stack Fits All” approach to
application hosting and management:

* Rigid, monolithic

* Innovation is challenging

» Painful update process for shared
components.

» Large effort to maintain several Linux
kernels due to varied infrastructures.
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1&1’s Future is




Current Architecture

Monolithic Hosting carves up resources
and multi-tenants components.

« Single MySQL Instance

« Single Apache Instance

» Single Host

« Shared CPU and Memory

« All services access the same storage

< < < <
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Our Next Gen Goal

More choice, better scalability -- customer v«

PHP Apache
need drives our design goals. ) e |0 B
Application management URLs
- Web: www.example.com URLS
* Richer Components - Caches, SR et g —————
Admin user: sadminUser hittp:Hwww.example.com =)

Queues, etc. ® & rosmmeanperon -
 Broader SQL and NoSQL support B -

Status: Enabled @ el
b Red u ce S I o F Hostname: cron74.5cpy2.pri273.c137 fheloud.net Route details
Port: 22 Public IP: 255.255.255.255
L] -
* Workload portability
Password: Edit password @ Port: 80 (Secure 443)

- Eliminate Resource Contention
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Future Architecture

We broke the monolith up: shared Select custom configuration
Components are nOW Containers: Language Framework Web server Database

@ vi -
° Everything is a container_ Select managed database:

« Mix and match web server and o S
None Latest stable ¥ Lateststable ¥
database solutions.

 Immediate component scalability.

« Components can be added ad-hoc.
« Leverage container ecosystem for
solutions.
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Create project

Provide Choice

New project Name

Select type of project ::;::;uun
Containers allow us to quickly add ® o ®
curated components: Worderess —
« Customers create projects. 2 @
« Application stacks are either
assembled or pre-built. ekt cussonnconiigtation

» Usual suspects are supported.
« Support scripting languages in use

across all sites we host.
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Seripting language: PHP 7.0 - Lastest stable

Web framoewark: Zend 2 - Lastest stable

The traditional model forced us to multi- g e I
tenant the system via permissions, —

users, groups, and so on. Now: =

« User projects are deployed to their picined s i
 IG0GE S50 o S00GB 550 - |

own dedicated resources.

- Strongly isolated networks. = R
« Strongly isolated storage. —

 1&1 Manages Upgrades,
Environment.
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Better Management

Select custom configuration

Our own management overhead IS = ';

decreases as usability and choice

increases for our users. ”“sj‘eq

 Upgrading components has no
downtime. bl i o

« Users have more knobs -- regions, E = = =
frameworks, kernel versions.

« Nodes management is now G

invisible.
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Eliminate Failure Points

Treat hosts as fungible.

Servers are cluster members.
Containers are scheduled to nodes.
Containers go to where resources
are available.

Components can be scaled
independently of each other.
Dynamic Cluster Routing

node 01

node 02

node 03

node n

1&1 Cloud
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Make Storage Easy

Since we manage the app, we manage
the storage:

* During an upgrade we move the
volume to the new container.

 Docker images are tested and
verified before user environments
are updated.

 We perform and test the data

migration.
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Lifecycle Management

We manage the life of the application
deployment for the customers:

« Containers are automatically
upgraded when new versions ship.

« Customer content is mounted into
their containers externally.

« Containers are validated via a
bespoke test suite.
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Automate Proaction

Traditionally it was a manual process to | Dockeriie

. Updated
update customer environments. mage
Dependency Rebuild is Test Image then
Updated Image Different Add to Repository
- We watch repositories for the !
Sgheduled
latest, stable versions. L

« Map app environment Discard

dependencies.
 Rebuild when a change is
scheduled or spotted.
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User Interface

Multi-tenant API

Cluster Build /
Lifecycle Tooling

Hosting Cluster(s)
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External Network

Load Balancer

Master Node Customer Node
0..n 0..n (up to 1000)

IPTables IPTables

o © = e - {Noaccess configured)
g = - = 5 L2 a3 =
c 2=
w =y o 0
- n = @ 2 =3 C © DNAT sl 51 & 2 DNAT
5 g = . i o= = ] | i (F
N N EERCH B A= = (for g ®| ® & oF
m o @ = T =
7k o z il o < = = = managed gl | g & managed
2 o y
Ll T B L TL9 = Services ulual o @ Services)
I~ =) = =) g 2 o
= (] 7] B _.C"'_. = o o
= B —

Open VSwitch Brid ge Open VSwitch Bridge

IPTables Fuse IPTables Fuse

GlusterFs VXLAN tag using GlusterFS
Driver Driver

VXLAN tag using

Kernel Routes Kernel Routes

Transport NIC

GlusterFs Storage GlusterFs Storage GlusterFs g GlusterFs Storage
Node 0. N N Naode ..n
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Live Demo




Help Us

« Chat with 1&1 at Booth #G5

« Register for the Closed Beta and win
a trip to join 1&1 at ContainerDays
EU in Hamburg

« Email: baldwin@stackpoint.io

« Twitter: @baldwinmathew
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